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Abstract. Finite upper half planes are finite field analogs of the Poincaré
upper half plane. Vector-valued modular forms on finite upper half planes
are introduced, and then equivariant functions on these planes are de-
fined. The existence of these functions is an application of vector-valued
modular forms.
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1 Introduction

Let SL(2,Z) be the classical modular group. This group acts on the Poincaré
upper half plane H = {z ∈ C | Im(τ) > 0} by the linear fractional transformation(

a b
c d

)
z =

az + b

cz + d
.

Let ρ : SL(2,Z) → GL(n,C) be an n-dimensional complex representation. A
holomorphic map F : H → Cn is called a vector-valued modular form of weight

w (w any real number) and multiplier ρ if for any

(
a b
c d

)
∈ SL(2,Z), we have

F

(
az + b

cz + d

)
= (cz + d)wρ(

(
a b
c d

)
)F (z),

and if a cuspidal condition holds [2, 11, 12]. The classical vector-valued modular
forms have been investigated as a generalization of scalar-valued modular forms.
As pointed out by Selberg [16], these modular forms can be used in the study of
modular forms for finite index subgroups of SL(2,Z). The Jacobi forms devel-
oped by Eichler and Zagier [6] are related to these modular forms. In physics,
they appear as the characters in rational conformal field theory [5, 7].

A meromorphic function h on H is called an equivariant function for SL(2,Z)
if it satisfies the condition

h

(
az + b

cz + d

)
=
ah(z) + b

ch(z) + d
⋆ Supported by JSPS KAKENHI Grant Number 15K04801.



for

(
a b
c d

)
and z ∈ H. Such a function is related to modular forms [13–15].

In the mid-1980s, A. Terras introduced a finite upper half plane Hq that
is defined over a finite field Fq as an analog of the Poincaré upper half plane
H. Specifically, she and her coworkers investigated special functions on Hq in
[1, 3, 18, 19]. In [9], modular forms of a new type were studied on Hq. In the
present paper, modular forms of other types are considered on Hq. Generalized
and subsequently vector-valued modular forms are introduced. In particular, the
definition of vector-valued modular forms is new. Moreover, when q is a prime
number p, for a complex representation ρ : GL(2,Fp) → GL(2,C), equivariant
functions on Hp are defined. The existence of these functions is an application
of vector-valued modular forms.

Notation. For a field F , let F× = F \ {0}.

2 Generalized modular forms

In this section, the generalized modular forms on finite upper half planes are
introduced. For the classical modular forms, the reader is referred to [10].

2.1 Generalized modular forms

Let q be a power of an odd prime number p, and let Fq be the finite field with
q elements. Let a non-square element δ ∈ Fq be fixed, and let

Hq = {z = x+ y
√
δ | x, y ∈ Fq, y ̸= 0},

which is called a finite upper half plane. This plane is a finite field analog of the
Poincaré upper half plane H. It should be noted that

√
δ plays the role of i =

√
−1

in H and that Hq is a subset of Fq(
√
δ), which is analogous to the fact that H is

a subset of the field of complex numbers C = R(i). For z = x+ y
√
δ ∈ Hq, let

x = Re(z), y = Im(z), z = x−y
√
δ, N(z) = zz = x2−δy2, Tr(z) = z+z = 2x.

Moreover, let Gq = GL(2,Fq) be the general linear group over Fq. This group
acts on Hq by the following linear fractional transformation: for z ∈ Hq and

γ =

(
a b
c d

)
∈ Gq, let

γz =
az + b

cz + d
.

The fixed subgroup of
√
δ in Gq is

Kq =

{(
a bδ
b a

)
| a, b ∈ Fq, a

2 − δb2 ̸= 0

}
,

which is an analog of the orthogonal group O(2). It is known that the action of
Gq on Hq is transitive. Hence, Hq is expressed as Hq = Gq/Kq.



Let Γ be a subgroup of Gq. The map m : Γ ×Hq → C× is called a multiplier
system for Γ if

m(γγ′, z) = m(γ, γ′z)m(γ′, z)

holds for all γ, γ′ ∈ Γ and z ∈ Hq. In the classical case, the definition of a
multiplier system is wider, as in [4, 8]. However, in this paper, the definition in
[1, 9, 18, 19] was used. Let µ : Gq → C× be a multiplicative character. For these
Γ , m, and µ, a C-valued function f : Hq → C is called a generalized modular
form for Γ , m, and µ if for any γ ∈ Γ , it holds that

f(γz) = m(γ, z)µ(γ)f(z).

The space of generalized modular forms of this type is denoted by M(Γ,m, µ).
When µ is a trivial character, a generalized modular form, which is called a
modular form, was studied in [1, 9, 18, 19].

2.2 Special Cases

Herein, the generalized modular forms are discussed when Γ is the unipotent
subgroup of Gq or Kq.

2.2.1 Case Γ = Nq Let q = p be an odd prime number, and let

Np =

{(
1 u
0 1

)
| u ∈ Fp

}
.

Let χ : F×
p → C× be a multiplicative character, and let ψ : Fp → C× be an

additive character. Using these, a function on Hp is defined by

f(z;χ, ψ) =
∑
u∈Fp

χ

(
Im

(
−1

z + u

))
ψ(u). (1)

This function, which is an analog of the classical K-Bessel function, was first
defined in [3].

Theorem 1. (i) For γu =

(
1 u
0 1

)
∈ Np, we have

f(γuz;χ, ψ) = µ(γu)f(z;χ, ψ),

where µ : Np → C× is the character defined by µ(γu) = ψ(−u). That is,
f(z;χ, ψ) ∈M(Np, 1, µ).

(ii) If χ and ψ are non-trivial, then f(z;χ, ψ) is non-zero.

Proof. See [3, Lemma 3]. ⊓⊔



2.2.2 Case Γ = Kq Let π : Fq(
√
δ)× → C× be a multiplicative character.

For γ =

(
a b
c d

)
∈ Kq, let Jπ(γ, z) = π(cz + d). Then, for γ, γ′ ∈ Kq, it holds

that
Jπ(γγ

′, z) = Jπ(γ, γ
′z)Jπ(γ

′, z). (2)

Hence, Jπ : Kq×Hq → C× is a multiplier system for Kq. A map m : Kq×Hq →
C× is defined by

m(k, z) =
Jπ(k, z)

Jπ(k,
√
δ)
. (3)

It is easy to prove that m is a multiplier system for Kq. For a multiplicative
character µ : Kq → C×, let

E(z;π, µ) =
1

|Kq|
∑
k∈Kq

Jπ(k,
√
δ)

Jπ(k, z)
· µ(k)−1, (4)

where |Kq| is the number of elements of Kq. E(z;π, µ) is called the Eisenstein
sum for Kq, π, and µ. This is a finite field analog of the Eisenstein series on the
Poincaré upper half plane.

Theorem 2. E(z;π, µ) ∈M(Kq,m, µ).

Proof. By (2), for k′ ∈ Kq, it holds that

|Kq|E(k′z;π, µ) =
∑
k∈Kq

Jπ(kk
′,
√
δ)

Jπ(k′,
√
δ)

· Jπ(k
′, z)

Jπ(kk′, z)
· µ(k)−1

= m(k′, z)µ(k′)
∑
k∈Kq

Jπ(kk
′,
√
δ)

Jπ(kk′, z)
· µ(kk′)−1,

which yields the result. ⊓⊔

In general, it is difficult to determine the dimension of M(Γ,m, µ) over C.
Using Eisenstein sums, an easy example may be provided.

Example 1. Let q = p = 3, δ = −1, and i =
√
−1. Then, 1 +

√
δ is a generator

of F3(
√
δ)×. The multiplicative character π : Fq(

√
δ)× → C× is defined by

π(1 +
√
δ) = exp(2πi/8). The group K3 is a cyclic group generated by g =(

1 −1
1 1

)
. The multiplicative character µ : K3 → C× is defined by µ(g) =

exp(2πi/4)−1 = −i. H3 can be decomposed into a union of K3-orbits as follows:

H3 = {
√
δ} ∪ {−

√
δ} ∪ {±1±

√
δ}.

Using π, a multiplier system m4 : K3 ×H3 → C× is defined by

m4(g
j , z) =

Jπ4(gj , z)

Jπ4(gj ,
√
δ)

(z ∈ H3, j = 1, . . . , 8).



Then, m4(g
j ,
√
δ) = m4(g

j ,−
√
δ) = 1 for j = 1, . . . , 8. Each modular form

f ∈ M(K3,m4, µ) is determined by the values f(
√
δ), f(−

√
δ), and f(1 +

√
δ).

For f ∈M(K3,m4, µ), we have

f(
√
δ) = m(g,

√
δ)µ(g)f(

√
δ) = −if(

√
δ),

which implies that f(
√
δ) = 0. Similarly, it follows that f(−

√
δ) = 0. By defini-

tion, we have

E(1 +
√
δ;π4, µ) =

1

8

8∑
j=1

Jπ4(gj ,
√
δ)

Jπ4(gj , 1 +
√
δ)

· µ(g)−1 =
1 + i

2
.

Consequently, dimCM(K3,m4, µ) = 1.

3 Vector-valued modular forms

In this section, to extend the generalized modular forms defined in Section 2,
vector-valued modular forms on finite upper half planes are introduced. For the
classical vector-valued modular forms, the reader is referred to [2, 11, 12].

3.1 Vector-valued modular forms

Let Fq be the set of all C-valued functions on Hq, Γ be a subgroup of Gq, and
ρ : Γ → GLn(C) be an n-dimensional complex representation. A vector-valued
modular form for Γ , the multiplier systemm : Γ×Hq → C×, and ρ is an element
F (z) = (f1(z), . . . , fn(z))

t ∈ Fn
q satisfying

F (γz) = m(γ, z)ρ(γ)F (z)

for γ ∈ Γ and z ∈ Hq. The space of all vector-valued modular forms of this type
is denoted by M(Γ,m, ρ).

The following is a basic result.

Theorem 3. Let Γ be a subgroup of Gq.
(i) For two complex representations ρ1 and ρ2 of Γ , there exists a linear

isomorphism

M(Γ,m, ρ1)⊕M(Γ,m, ρ2) ∼=M(Γ,m, ρ1 ⊕ ρ2).

(ii) Let ρ : Γ → GL(n,C) be an n-dimensional complex representation.
For Fi ∈ M(Γ,mi, ρ) (i = 1, . . . , n), let F = (F1, . . . , Fn). Then, detF ∈
M(Γ,m1 · · ·mn,det ρ).

(iii) Let Γ be an abelian subgroup of Gq, and let ρ : Γ → GL(n,C) be a
complex representation. For any vector-valued modular form F (z) ∈M(Γ,m, ρ),
there exists U ∈ GL(n,C) such that UF (z) can be written as a direct sum of
some generalized modular forms.



Proof. (i) is immediate from the definition of vector-valued modular forms.
(ii) For γ ∈ Γ ,

F (γz) = (m1(γ, z)ρ(γ)F1(z), . . . ,mn(γ, z)ρ(γ)Fn(z))

= ρ(γ)F (z)

m1(γ, z) O
. . .

O mn(γ, z)

 ,

which yields the result.
(iii) By assumption, there exist U ∈ GL(n,C) and 1-dimensional representa-

tions µ1, . . . , µn : Γ → C× such that for all γ ∈ Γ ,

ρ(γ) = U−1

µ1(γ) O
. . .

O µn(γ)

U.

Let UF (z) = (f1(z), . . . , fn(z))
t. Then, it holds that for all γ ∈ Γ , f1(γz)

...
fn(γz)

 =

m(γ, z)µ1(γ)f1(z)
...

m(γ, z)µn(γ)fn(z)

 .

⊓⊔

For a subgroup Γ of Gq, let m : Γ ×Hq → C× be a multiplier system. For
f ∈ Fq and γ ∈ Γ , the map Fq × Γ → Fq, (f, γ) 7→ f(γz)m(γ, z)−1 defines a
right action of Γ on Fq. Using this action, we have the following result, which
is an analog of a result proved in [11].

Theorem 4. Let M ⊂ Fq be a finite dimensional Γ -module with generators
f1, . . . , fn. Then, there exists an n-dimensional complex representation ρ : Γ →
GL(n,C) such that F (z) = (f1(z), . . . , fn(z))

t ∈M(Γ,m, ρ).

Proof. Changing the order of f1, . . . , fn, it may be assumed that {f1, . . . , fd} is a
basis ofM , and that fd+1, . . . , fn are written as linear combinations of f1, . . . , fd.
Let G = (f1, . . . , fd)

t. For any γ ∈ Γ , there exists a unique element ajk(γ) ∈ C
such that

fj(γz)m(γ, z)−1 =
d∑

k=1

ajk(γ)fk(z) (j = 1, . . . , d).

Letting a(γ) = (ajk(γ)), a d-dimensional complex representation a : Γ →
GL(d,C) is obtained. Using this, we have G(γz)m(γ, z)−1 = a(γ)G(z) for γ ∈ Γ
and z ∈ Hq.

Let e = n − d. By assumption, there exists a matrix Q ∈ Mate×d(C) such

that (fd+1, . . . , fn)
t = QG. Let P =

(
Id
Q

)
. Then, there exists a matrix R ∈



Matn×n(C) such that RP =

(
Id
O

)
. An n-dimensional complex representation

ρ : Γ → GL(n,C) is defined by

ρ(γ) = R−1

(
a(γ) O
O Ie

)
R.

As

F =


G
fd+1

...
fn

 =

(
Id
Q

)
G = PG,

it follows that for γ ∈ Γ ,

F (γz)m(γ, z)−1 = PG(γz)m(γ, z)−1 = Pa(γ)G = R−1

(
a(γ)
O

)
G

= R−1

(
a(γ) O
O Ie

)(
Id
O

)
G = ρ(γ)PG = ρ(γ)F.

⊓⊔

Example 2. A vector-valued Maass Eisenstein series on Hq is introduced to gen-
eralize the scalar-valued Maass Eisenstein series defined in [17]. Let χ : F×

q → C×

be a multiplicative character. Let Γ be a subgroup of Gq, an n-dimensional com-
plex representation ρ : Γ → GL(n,C) is considered, and a vector a ∈ Cn is
chosen. The vector-valued Maass Eisenstein sum for Γ , χ, ρ, and a is defined by

EΓ (z;χ, ρ,a) =
∑
γ∈Γ

χ (Im(γz)) ρ(γ)−1at.

It is easily seen that for γ′ ∈ Γ ,

EΓ (γ
′z;χ, ρ,a) = ρ(γ′)EΓ (z;χ, ρ,a),

which implies that EΓ (z;χ, ρ,a) ∈M(Γ, 1, ρ).
Let n = 2. When F (z) :=

∑
γ∈Γ χ (Im(γz)) ρ(γ)−1 is not zero, there exists

EΓ (z;χ, ρ,a) whose lowest component is not zero. Indeed, if the (2, 1)-entry of
F (z) is not zero, then a may be chosen to be (1, 0). If the (2, 2)-entry of F (z)
is not zero, then a may be chosen to be (0, 1). If the (1, 1)-entry of F (z) is not

zero, then by replacing ρ with ρ′ =

(
0 −1
1 0

)
ρ

(
0 −1
1 0

)−1

, a may be chosen

to be (0, 1). If the (1, 2)-entry of F (z) is not zero, then by replacing ρ with

ρ′ =

(
0 −1
1 0

)
ρ

(
0 −1
1 0

)−1

, a may be chosen to be (1, 0).

3.2 Special cases

Herein, vector-valued modular forms are discussed when Γ is Nq or Kq.



3.2.1 Case Γ = Nq To construct a vector-valued modular forms, a gener-
alization of the Gauss sum is introduced. Let χ : F×

q → C× be a multiplicative
character, and let ψ : Fq → GL(n,C) be a group homomorphism. Using these,
the matrix-valued Gauss sum Gq(χ, ψ) is defined by

Gq(χ, ψ) =
∑
c∈F×

q

χ(c)ψ(c) (∈ Matn×n(C)) .

The definition of this Gauss sum may not be new; however, the author is unfa-
miliar with the related references. The following proposition is easy to prove.

Proposition 1. Let χ0 : F×
q → C× be a trivial multiplicative character, and let

ψ0 : Fq → GL(n,C) be a trivial group homomorphism. Then,

(i)

Gq(χ, ψn) =

 (q − 1)In if χ = χ0 and ψn = ψ0,
−In if χ = χ0 and ψn ̸= ψ0,
On if χ ̸= χ0 and ψn = ψ0.

(ii) If χ ̸= χ0 and ψn ̸= ψ0, then Gq(χ, ψ)Gq(χ, ψ) = qIn, where Gq(χ, ψ) is
the complex conjugate of Gq(χ, ψ).

Henceforth, let q = p and n = 2. For a multiplicative character χ : F×
p → C×,

a group homomorphism ψ : Fp → GL(2,C), and a vector a ∈ C2, a function
F (z;χ, ψ,a) on Hq is defined by

F (z;χ, ψ,a) =
∑
u∈Fp

χ

(
Im

(
−1

z + u

))
ψ(u)at,

which is a generalization of (1).

Theorem 5. (i) For γu =

(
1 u
0 1

)
∈ Np, we have

F (γuz;χ, ψ,a) = ρ(γu)F (z;χ, ψ,a),

where ρ : Np → GL(2,C) is a 2-dimensional complex representation defined by
ρ(γu) = ψ(−u). That is, F (z;χ, ψ,a) ∈M(Np, 1, ρ).

(ii) If χ and ψ are non-trivial, then there exists a vector a ∈ C2 such that
F (z;χ, ψ,a) is non-zero.

Proof. (i) When z = x+ y
√
δ, it holds that

Im

(
−1

z + u

)
=

y

(x+ u)2 − δy2
,



which yields

F (z;χ, ψ,a) =
∑
u∈Fp

χ(y)χ((x+ u)2 − δy2)ψ(u)at

= χ(y)ψ(−x)
∑
v∈Fp

χ(v2 − δy2)ψ(v)at.

Hence, it holds that

F (z + u;χ, ψ,a) = ψ(−u)F (z;χ, ψ,a).

From this, the result follows.
(ii) Using (i), we obtain∑

y∈F×
p

χ(y)ψ(x)F (z;χ, ψ,a) =
∑
y∈F×p
v∈Fp

χ(v2 − δy2)ψ(v)at

=
∑

w∈F
p2

Im(w) ̸=0

χ(N(w))ψ

(
1

2
Tr(w)

)
at

=
∑

w∈Fp2

χ(N(w))ψ

(
1

2
Tr(w)

)
at −

∑
u∈F

χ(u2)ψ(u)at

=

(
Gp2

(
χ ◦N,ψ ◦ 1

2
Tr

)
−Gp

(
χ2, ψ

))
at.

From Proposition 1 (ii), the difference of the two Gauss sums in the last equation
is not zero, and the result follows. ⊓⊔

Remark 1. Let X(δ, a) be a finite upper half plane graph, which is a Ramanujan
graph when a ̸= 0, 4δ, and let Aa be the adjacency operator of X(δ, a). Then, it
is easily seen that for any a ∈ Fp, F (z;χ, ψ,a) is an eigenfunction of Aa.

3.2.2 Case Γ = Kq We use the notations in Section 2. For the multiplier
system m : Kq ×Hq → C× in (3), a complex representation ρ : Kq → GL(n,C),
and a vector b ∈ Cn, let

E(z;π, ρ,b) =
1

|Kq|
∑
k∈Kq

Jπ(k,
√
δ)

Jπ(k, z)
· ρ(k)−1bt.

E(z;π, ρ,b) is called the vector-valued Eisenstein sum for Kq, ρ, and b. This
sum, which is a finite field analog of the vector-valued Eisenstein series on Hq,
is a generalization of the sum in (4).

Theorem 6. E(z;π, ρ,b) ∈M(Kq,m, ρ).



Proof. By (2), for k′ ∈ Kq, it holds that

|Kq|E(k′z;π, ρ,b) =
∑
k∈Kq

Jπ(kk
′,
√
δ)

Jπ(k′,
√
δ)

· Jπ(k
′, z)

Jπ(kk′, z)
· ρ(k)−1bt

= m(k′, z)ρ(k′)
∑
k∈Kq

Jπ(kk
′,
√
δ)

Jπ(kk′, z)
· ρ(kk′)−1bt,

and the result follows. ⊓⊔

4 Equivariant functions

4.1 Definitions

For a subgroup Γ of Gq = GL(2,Fq), let ρ : Γ → GL(2,C) be a 2-dimensional
complex representation. The quotient h(z) = f1(z)/f2(z) with f1, f2 ∈ Fq

(f2(z) ̸= 0) is called a ρ-equivariant function with respect to Γ if

h(γz) = ρ(γ) · h(z)

holds for γ ∈ Γ and z ∈ Hq. Here the action on both sides is given by linear
fractional transformations.

If (f1(z), f2(z))
t ∈ M(Γ,m, ρ) with f2(z) ̸= 0, then it is easily seen that the

quotient f1(z)/f2(z) is a ρ-equivariant function. The following question is now
raised: for a given representation ρ, does there exist a ρ-equivariant function? In
the classical case, the corresponding problem was solved in [13, 14].

Let n = 2 in Example 2. If the lowest component of EΓ (z;χ, ρ,a) is non-zero,
then using this function, a ρ-equivariant function can be constructed.

4.2 Special cases

Let p be an odd prime number. Herein, ρ-equivariant functions are discussed
when Γ is Np or Kp.

4.2.1 Case Γ = Np Using a generator t of F×
p , a multiplicative character

χ : F×
p → C× is defined by χ(t) = e2πi/p. Moreover, an additive character

ψ : Fp → C× is defined by ψ(1) = e2πi/p. Then, we have the following.

Theorem 7. For any complex representation ρ : Np → GL(2,C), there exists a
ρ-equivariant function.

Proof. By Theorem 1 (ii), the function f(z;χ, ψ) in (1) is non-zero. As Np is
abelian, ρ is equivalent to the direct sum of 1-dimensional representations α, β :
Np → C×. When

ρ(γu) =

(
α(γu) 0
0 β(γu)

)
(γu ∈ Np),



there exists i (0 ≤ i ≤ p − 1) such that α = βµi. Then, the pair of functions
(h1(z), h2(z))

t ∈ F2
q is defined as

(h1(z), h2(z))
t = (f(z;χ, ψ)i+1, f(z;χ, ψ))t if α = βµi (i = 0, 1, . . . , p− 1).

Then, for γu ∈ Np, h1(γuz)/h2(γuz) = ρ(γu) · h1(z)/h2(z).
When there exists a matrix U ∈ GL(2,C) such that

ρ(γu) = U

(
α(γu) 0
0 β(γu)

)
U−1 (γu ∈ Np),

let (f1(z), f2(z))
t = U(h1(z), h2(z))

t. Then, for γu ∈ Np, f1(γuz)/f2(γuz) =
ρ(γu) · f1(z)/f2(z). ⊓⊔

4.2.2 Case Γ = Kp When p = 3, we have the following result.

Proposition 2. Let ρ : K3 → GL(2,C) be a complex representation such that

ρ(

(
−1 0
0 −1

)
) =

(
−1 0
0 −1

)
or

(
1 0
0 1

)
. Then, there exists a ρ-equivariant

function.

Proof. We use the notations in Example 1. By direct computation, E(
√
δ;π4, 1) =

1, E(1+
√
δ;π4, µ) = (1+i)/2. Hence, we have non-zero modular forms E(z;π4, 1) ∈

M(K3,m4, 1) and E(z;π4, µ) ∈M(K3,m4, µ). As K3 is abelian, ρ is equivalent
to the direct sum of 1-dimensional representations α, β : K3 → C×.

When

ρ(k) =

(
α(k) 0
0 β(k)

)
(k ∈ K3),

by assumption, there exists j (0 ≤ j ≤ 3) such that α = βµj . Then, the pair of
functions (h1(z), h2(z))

t ∈ F2
q is defined as

(h1(z), h2(z))
t =

{
(E(z;π4, 1), E(z;π4, 1))t if α = β,
(E(z;π4, µ)j , E(z;π4, 1)j)t if α = βµj (j = 1, 2, 3).

Then, for k ∈ K3, h1(kz)/h2(kz) = ρ(k) · h1(z)/h2(z).
When there exists a matrix U ∈ GL(2,C) such that

ρ(k) = U

(
α(k) 0
0 β(k)

)
U−1 (k ∈ K3),

let (f1(z), f2(z))
t = U(h1(z), h2(z))

t. Then, for k ∈ K3, f1(kz)/f2(kz) = ρ(k) ·
f1(z)/f2(z). ⊓⊔



5 Concluding remarks

Vector-valued modular forms on finite upper half planes have been introduced
and then applied to equivariant functions. It is interesting to consider the fol-
lowing questions:

• It is difficult to determine the dimension of the space of vector-valued
modular forms. Can a formula for its dimension be established?

• There is a shortage of interesting examples of the modular forms discussed
in this paper. Can Poincaré series be defined on finite upper half planes?

• In [9], Hilbert modular forms on Hq × · · · × Hq, i.e., the product of Hq,
were introduced. Can Siegel modular forms be defined on “finite Siegel upper
half spaces”? This may possibly be accomplished by starting with the finite
symplectic group factored out by a stabilizer as in the case of Hq in Section 2. It
is known that classical vector-valued modular forms are related to Jacobi forms
[6]. Can an analog of Jacobi forms be defined?
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